


average median error of 2.08 mm, demonstrating promising 
performance.  

II. METHODOLOGY 

A. Data  

A total of 90 lateral cervical vertebrae radiographs form the dataset 
for this work. The images were provided by the Royal Devon & Exeter 
Hospital in collaboration with the University of Exeter. All scans were 
performed in 2014; the age of the patients varied from 17 to 96. 
Different (Philips, Agfa, Kodak, GE) radiographic systems were used 
to generate the images. Pixel spacing varied from 0.1 to 0.194 pixel per 
millimetre. Some images from the dataset are shown in Fig. 1. The 
dataset is very challenging, as it contains images with varying contrast 
as well as degenerative change and injury. The data is anonymised and 
standard protocols have been followed to use the images for research 
purposes. Each of the vertebrae in these images were manually 
annotated by an expert radiographer using a MATLAB GUI. A 
radiographer manually clicked on four corner points from which the 
centre of each vertebra was computed (as the centroid). Some manual 
annotations are shown in Fig. 2. 

 

Fig. 1. Lateral cervical radiographs 

 

Fig. 2. Manually annotated vertebra corners and centers 

B. Coarse Orientation and Size  

The coarse orientation and 
size of the vertebrae are 
computed using the centre points. 
For each vertebra a vector is 
drawn from its centre to the 
centre of the vertebra above (Fu) 
and below (Fd). Then the 
orientation vector for that 
vertebra is the average of these 
vectors. 

F = (Fu – Fd)/2                 (1) 

In case of the top vertebra F 
= -Fd and for the bottom vertebra 
F = Fu.  

The vertebra sizes in pixels vary considerably among images due to 
the difference in spatial resolution of the images. The size also varies in 
millimetres from patient to patient because of natural variation amongst 
the human population. In order to normalize these differences the 
magnitude N of the vector F is used as normalization constant, i.e. N = 
|F|.  N also represents the coarse size of the vertebra.  

C. Image Patch, Class Label and Response Vector  

Using the orientation vector F and normalization constant N, a 
bounding box is generated to identify a region of interest (ROI) around 
the vertebra centre (green box in Fig. 3). This ROI is then divided into 
16 image patches. Patches in the vertebra’s centre are not considered as 
they contain homogeneous intensity distributions. Each of the boundary 
patches are assigned a class label and five vectors (see Fig. 4). The class 
labels (from 1 to 12 clockwise) abstractly encode the relative position 
of the patch with regard to the vertebra centre. Vector d2 represents the 
patch centre from the vertebra centre. Four response vectors (d1P1, d1P2, 
d1P3 and d1P4) point to the four corners from the patch centre.  

 

Fig. 4. Class labels and response vectors 

For this work, these image patches are converted into feature 
vectors, Hv, by using Haar-like features (see Fig. 5).  

Hv = [f1, f2, f3, f4, ….. , f10]                                                            (2) 

The Haar-like features are chosen carefully to capture the variation 
seen in our vertebrae data. To calculate feature values from an image 
patch, the normalized intensity or gradient at each pixel is accumulated; 
the average signal intensity of the darker part is subtracted from the 
bright part.    

fi = Īshaded(i) – Ībright(i), where Īx is the average intensity of area x.   (3) 

 

Fig. 5. Haar-like features. 

D. Training Hough Forest  

Hough forest performs both classification and regression. In our 
work, class labels from the image patches are used for classification and 
d1 vectors for different corners are used for regression. Each forest is 
trained only for one corner, and we use 100 trees in each forest. Each 
tree only accesses a random 25% of all the training image patches. At 
each split node one feature variable is randomly chosen and 20 
randomly chosen thresholds are considered to split the data into its child 
nodes. The split occurs when it maximizes the information gain (IG) 
(Eqn. 4). Each branch of a tree terminates at a leaf node when maximum 

Fig. 3. Orientation and ROI 
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